Abstract

We rely on distributed services running in the cloud for almost every aspect of modern society. So, it is critical that engineers diagnose problems observed within them as soon as possible. To help engineers with this extremely challenging task, workflow-centric tracing (also called distributed tracing) has emerged as a foundational technology to inform diagnosis and other management tasks. This is because, in contrast to traditional machine-centric instrumentation methods, it coherently captures all of the work done to process requests within and among the nodes of a distributed service.

In this talk, I will describe my past work on Spectroscope, a tool that uses workflow-centric tracing to automatically localize the source of performance degradations in distributed services. This work represents some of the earliest work on both building workflow-centric tracing infrastructures that are suited to performance diagnosis and demonstrating that such tracing is useful in informing automated diagnosis tools. I will then describe some of my research group’s current efforts, which explore advanced use cases of tracing to address important diagnosis-related challenges. One such challenge is: how can we guarantee that the instrumentation needed to diagnose a new performance problem—both within distributed services and lower datacenter stack layers, such as the guest OS—is present when it is observed?

While the focus of this talk, as well as much of research and industry, is on the adoption of tracing for diagnosis, our vision is broader. I will conclude how workflow-centric tracing and our tools could inform an automated management plane across all the parties involved in the cloud ecosystem (e.g., ISPs, cloud providers, cloud tenants). This is a critical requirement to move past the current oligopoly of a few major cloud providers.
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